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We attempt in this paper to utilize soft information in financial reports to analyze financial risk among 

companies. Specifically, on the basis of the text information in financial reports, which is the so-called 

soft information, we apply analytical techniques to study relations between texts and financial risk. Fur- 

thermore, we conduct a study on financial sentiment analysis by using a finance-specific sentiment lex- 

icon to examine the relations between financial sentiment words and financial risk. A large collection 

of financial reports published annually by publicly-traded companies is employed to conduct our exper- 

iments; moreover, two analytical techniques – regression and ranking methods – are applied to conduct 

these analyses. The experimental results show that, based on a bag-of-words model, using only finan- 

cial sentiment words results in performance comparable to using the whole texts; this confirms the im- 

portance of financial sentiment words with respect to risk prediction. In addition to this performance 

comparison, via the learned models, we draw attention to some strong and interesting correlations be- 

tween texts and financial risk. These valuable findings yield greater insight and understanding into the 

usefulness of soft information in financial reports and can be applied to a broad range of financial and 

accounting applications. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

The great amounts of data in today’s environment make it more

nd more important to determine how to discover useful insights

or improved decision-making. These discovered insights can result

n the ability to take advantage of opportunities, minimize risks,

nd control costs. Big data analytics refers to techniques for explor-

ng, discovering, and making data-driven decisions in the context

f abundant data. These techniques include efforts toward using

ew analytic methods on either new data or data that has been

ombined in new ways. 

Due to the prevalence of big data analytics, in recent years

esearchers have started to focus on analyzing new types of in-

ormation. In finance, there are typically two kinds of informa-

ion ( Petersen, 2004 ): soft information, which usually refers to

ext, including opinions, ideas, and market commentary; and hard

nformation, that is, numbers such as financial measures and his-

orical prices. In contrast to previous works which use only hard
∗ Corresponding author. 
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nformation in the modeling of financial risk, in this paper we aim

o incorporate soft information to study financial risk among com-

anies. 

Financial risk is the chance that a chosen investment instru-

ent (e.g., stock) will lead to a loss. In finance, volatility is a com-

on empirical measure of risk. Our main focus in this paper is to

pply sentiment analysis to the task of risk prediction in an at-

empt to discover useful insights. In this study, we use a finance-

pecific sentiment lexicon to model the relations between senti-

ent information and financial risk; in specific, two analytic tech-

iques are adopted: regression and ranking methods, and the texts

re the annual SEC 

1 -mandated financial reports. For the regression

ask, we attempt to predict stock return volatility via soft textual

nformation. However, according to Kogan, Levin, Routledge, Sagi,

nd Smith (2009) , it is considered difficult to thus predict real-

orld quantities using text information only; this is probably due

o the huge amount of noise within text. Therefore, we propose

olving this noise problem by using ranking techniques. Specifi-

ally, we first split the volatilities of company stock returns within

 given year into several relative risk levels, and then we apply
1 Securities and Exchange Commission. 

http://dx.doi.org/10.1016/j.ejor.2016.06.069
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ejor
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ejor.2016.06.069&domain=pdf
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3

ranking techniques to rank the companies according to their rel-

ative risk levels. From the experimental results, we observe that,

when trained on the finance-specific sentiment lexicon only, both

regression and ranking models yield performance comparable to

those trained on the original texts, even though the word di-

mension is reduced considerably, from hundreds of thousands to

around only 1500. This indicates that finance-specific sentiments

are the most crucial ingredients in financial reports. In addition,

we also conduct analyses on the resultant models; this yields more

insight and understanding into the impact of soft information in fi-

nancial reports. 

In addition to the proposed techniques, this paper also presents

a web-based information system for financial report analysis and

visualization to bridge the gap between technical results and useful

interpretations. 2 With the system and our analyzed results, both

academics and practitioners can more easily capture useful insights

and understand the impact of soft information in financial reports.

One potential application of the analyzed soft information is to

help banks improve their credit-risk assessment, in particular their

approach to qualitative assessment. 3 Moreover, practitioners such

as fund managers can utilize the learned high-risk sentiment key-

words to assist in designing their own investment strategies. For

accounting research also, understanding the soft information in fi-

nancial reports is a vital task, because the soft information can

provide a very helpful context for understanding financial data and

testing interesting economic hypotheses ( Li, 2010 ). Therefore, it can

be said that this study can be applied to a broad range of financial

and accounting applications. 

The remainder of this paper is organized as follows. In

Section 2 , we present related past work and outline our aims. We

then describe in Section 3 , how we accomplish our analysis: the

definition of the risk measure, the mechanism of risk-level split-

ting, the financial sentiment lexicon, and the problem formulation.

In Section 4 , we present the details of our experimental settings

and experimental results. In Section 5 , we provide discussion and

analysis, after which we conclude the paper. 

2. Related work 

In finance, there are typically two kinds of information: soft

and hard information ( Petersen, 2004 ). Soft information usually

refers to textual information, including opinions, ideas, and mar-

ket commentary, and hard information refers to numerical infor-

mation such as historical time series of stock prices. Most financial

studies related to risk analysis are based on hard numerical infor-

mation, especially time series modeling (e.g., Armano, Marchesi, &

Murru, 2005; Bodyanskiy & Popov, 2006; Christoffersen & Diebold,

20 0 0; Chu, Santoni, & Liu, 1996; Dash, Hanumara, & Kajiji, 2003;

Fu, 2011; Hung, 2009 ; Laih, 2014 ; Lee & Tong, 2011; Wu, Chen,

& Olson, 2014; Yümlü, Gürgen, & Okay, 2005; Wong, Xia, & Chu,

2010 ). In natural language processing, some have used regression

to predict continuous quantities. For instance, Mcauliffe and Blei

(2007) predicted movie reviews and popularity from text via latent

“topic” variables, and Lavrenko et al. (20 0 0) used language models

to analyze influences between text and time-series financial data

(stock prices). In addition, in information retrieval, in recent years

there have also been attempts to use learning-based methods to

solve the text ranking problem (e.g., Burges et al., 2005; Freund,

Iyer, Schapire, & Singer, 2003; Joachims, 2006 ), which has subse-

quently brought to the fore the topic of “learning to rank” in the

fields of information retrieval and machine learning. 
2 The system is available at http://clip.csie.org/10K/ . 
3 Please refer to http://www.mckinsey.com/business- functions/risk/our- insights/ 

ratings- revisited- textual- analysis- for- better- risk- management for more details. 
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s  
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Some researchers have focused on mining financial reports or

ews (e.g., Balakrishnan, Qiu, & Srinivasan, 2010; Blasco, Corredor,

el Rio, & Santamarıa, 2005; Groth & Muntermann, 2011; Huang &

i, 2011; Kogan et al., 2009; Leidner & Schilder, 2010; Lin, Lee, Kao,

 Chen, 2008; Schumaker & Chen, 2009 ). Lin et al. (2008) used

 weighting scheme to combine both qualitative and quantitative

eatures of financial reports, and then proposed a method to pre-

ict short-term stock price movements. They used a hierarchical

gglomerative clustering (HAC) method with K-means updating to

mprove the purity of the prototypes of financial reports, and then

sed the generated prototypes to predict stock price movements.

ther research has focused on predicting risk from financial re-

orts, for instance ( Leidner & Schilder, 2010 ), in which the text

ining was used to detect risks within a company, and then clas-

ify the detected risk into several types. The above two studies

oth used classification to mine financial reports. In 2009, Kogan

t al. (2009) applied a regression approach to predict stock return

olatilities of companies via their financial reports; specifically, the

upport vector regression (SVR) model was applied to mine the

ext information. Also, two state-of-the-art studies on textual infor-

ation in MD&A disclosures have been conducted by Ball, Hoberg,

nd Maksimovic (2015) , Frankel, Jennings, and Lee (2015) ; the first

tudy points out that the content of the MD&A can be systemati-

ally adopted to explain the valuation of firms, whereas the second

tilizes MD&A disclosures to predict current-year firm-level accru-

ls via SVR. 

Furthermore, following the explosion of sentiment information

rom social web sites, blogs, and online forums, sentiment anal-

sis has emerged as a popular research area in computational lin-

uistics ( Mohammad & Turney, 2010; Narayanan, Liu, & Choudhary,

009 ). In general, sentiment analysis attempts to determine au-

hor attitudes about given topics: this could include the author’s

udgments or evaluations, the author’s emotional state when writ-

ng, or the author’s intended emotional communication to read-

rs. The growing importance of sentiment analysis applied to fi-

ance raises many research and practical issues, such as “Why is

entiment analysis important?” In finance, there have been sev-

ral studies (e.g., Garcia, 2013; Loughran & McDonald, 2011; Price,

oran, Peterson, & Bliss, 2012 ) that used textual analysis to ex-

mine the sentiment of numerous news items, articles, financial

eports, and tweets about public companies. For most sentiment

nalysis algorithms, the sentiment lexicon is the most important

esource and has yielded improved results and analysis ( Feldman,

013 ). However, past works usually used general sentiment lexi-

ons for analysis. As mentioned in Loughran and McDonald (2011) ,

 general purpose sentiment lexicon can be prone to misclassify

ommon words in financial texts; as shown in their work, almost

hree-fourths of the words in financial reports, which are identified

s negative by the widely used Harvard Psychosociological Dictio-

ary, are typically not considered negative in financial contexts. 

In this paper we aim to apply the analytical techniques of re-

ression and ranking methods to study the relations between texts

nd financial risk; moreover, we also conduct a study on sentiment

nalysis using a finance-specific sentiment lexicon. Via the experi-

ental results, we attempt to identify interesting correlations be-

ween texts and financial risk in order to provide insights and un-

erstanding into the impact of soft information in financial reports.

. Methodology 

.1. Stock return volatility 

In finance, volatility is a common risk metric defined as the

tandard deviation of a stock’s returns over a period of time. His-

orical volatilities can be derived from time series of past market

http://clip.csie.org/10K/
http://www.mckinsey.com/business-functions/risk/our-insights/ratings-revisited-textual-analysis-for-better-risk-management
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rices. This paper uses the historical volatility of a company’s stock

rices as a proxy for financial risk. 

Let S t be the price of a stock at time t . Holding the stock

or one period from time t − 1 to time t results in a simple net

eturn of 

 t = 

S t 

S t−1 

− 1 

say (2005) . Therefore, the volatility of returns for a stock from

ime t − n to t can be defined as 

 [ t −n,t ] = 

√ ∑ t 
i = t−n (R i − R̄ ) 

2 

n 

, (1) 

here R̄ = 

∑ t 
i = t−n R i / (n + 1) . Note that in this paper we use the

aily returns of the stock prices. 

.2. Risk-level splitting mechanism 

We now proceed to introduce the risk-level splitting mecha-

ism by which we classify the volatilities of n stocks into 2 � + 1

isk levels, where n, � ∈ { 1 , 2 , 3 , . . . } . Let m be the sample mean and

 be the sample standard deviation of the logarithms of the volatil-

ties of n stocks (denoted as ln (v ) ). 4 The distribution over ln (v )
cross companies approximates a bell shape ( Kogan et al., 2009 ).

herefore, given a volatility v , we derive the risk level r as 

 = 

⎧ ⎨ 

⎩ 

� − k if ln (v ) ∈ (a, m − usk ] , 

� if ln (v ) ∈ (m − us, m + us ) , 

� + k if ln (v ) ∈ [ m + usk, b) , 

(2) 

here a = m − us (k + 1) when k ∈ { 1 , . . . , � − 1 } , a = −∞ when

 = �, b = m + su (k + 1) when k ∈ { 1 , . . . , � − 1 } , b = ∞ when k =
, and u is a positive real number. For example, with � = 2 and

 = 1 , there are 5 risk levels (i.e., 0,1,2,3,4): 

 = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

0 if ln (v ) ∈ (−∞ , m − 2 s ] , 

1 if ln (v ) ∈ (m − 2 s, m − s ] , 

2 if ln (v ) ∈ (m − s, m + s ) , 

3 if ln (v ) ∈ [ m + s, m + 2 s ) , 

4 if ln (v ) ∈ [ m + 2 s, ∞ ) . 

(3) 

ote that r stands for the relative risk among n stocks; for instance,

 stock with r = 4 is much riskier than one with r = 0 . 

.3. Financial sentiment lexicon 

For most sentiment analysis algorithms, the sentiment lexicon

s the most crucial resource. As mentioned in Loughran and Mc-

onald (2011) , a general-purpose sentiment lexicon can misclassify

ommon words in financial texts. As shown in their paper, almost

hree-fourths of the words in the 10-K financial reports from year

994 to 2008 are identified as negative by the widely used Harvard

sychosociological Dictionary and yet are typically not considered

egative in financial contexts. 

In this paper, we use a finance-specific lexicon that consists of

he six word lists provided by Loughran and McDonald (2011) to

nalyze the relations between these sentiment words and financial

isk. The six lists are: 5 

1. Fin-Neg: negative business terminologies (e.g., deficit , default ). 

2. Fin-Pos: positive business terminologies (e.g., achieve , profit ). 

3. Fin-Unc: words denoting uncertainty, with emphasis on the

general notion of imprecision rather than exclusively focusing

on risk (e.g., appear , doubt ). 
4 As it is standard in finance, we take the logarithm of volatilities. 
5 The lists are all available at http://www.nd.edu/ ∼mcdonald/Word _ Lists.html . 

t  

t  

w  

T  
4. Fin-Lit: words reflecting a propensity for legal contest or, per

our label, litigiousness (e.g., amend , forbear ). 

5. MW-Strong: words expressing strong levels of confidence (e.g.,

always , must ). 

6. MW-Weak: words expressing weak levels of confidence (e.g.,

could , might ). 

.4. Problem formulation 

In the following two sections we formulate the two analytic

echniques – regression and ranking – which are used to solve the

nancial risk prediction and analysis problem. 

.4.1. Regression task 

Given a collection of financial reports D = { d 1 , d 2 , . . . , d n } in

hich each d i ∈ R 

p (that is, each document is a p -dimensional vec-

or) is associated with a company c i , we seek to predict the com-

any’s future risk, which is characterized by its volatility v i . Such a

rediction can be defined by a parameterized function f as 

ˆ 
 i = f ( d i ; w ) . (4)

he goal is to learn a p -dimensional vector w given the training

ata T = { (d i , v i ) | d i ∈ R 

p , v i ∈ R } . 
Support vector regression (SVR) ( Drucker, Burges, Kaufman,

mola, & Vapnik, 1997 ) is a popular technique for training this type

f regression model. SVR is trained by solving the following opti-

ization problem: 

min 

w 

V (w ) = 

1 

2 

〈 w , w 〉 

+ 

C 

n 

n ∑ 

i =1 

max ( | v i − f (d i ; w ) | − ε, 0 ) , 

here C is a regularization constant and ε controls the training

rror. More details about SVR can be found in Schölkopf and Smola

2001) . 

.4.2. Ranking task 

For the ranking task, given each company’s financial reports,

ur goal is to rank companies according to the stock return volatil-

ties. Using the aforementioned splitting mechanism, we first split

ach year’s stock return volatilities into different risk levels; this

an be considered the relative difference of risk among the com-

anies. 

After classifying the stock return volatilities (of companies) into

ifferent risk levels, the ranking task can be defined as follows:

iven a collection of financial reports D , we aim to rank the com-

anies via a ranking model f : R 

p → R such that the rank order of

he set of companies is specified by the real value that the model

 takes. In specific, f ( d i ) > f ( d j ) is taken to mean that the model

sserts that c i 	 c j , where c i 	 c j means that c i is ranked higher

han c j ; that is, the company c i is more risky than c j . 

We adopt ranking SVM ( Joachims, 2006 ) for this ranking prob-

em; the purpose of ranking SVM is to minimize the number of

iscordant pairs while maximizing the margin of pairs. Within a

iven year, if the ground truth (i.e., the relative risk generated by

he proposed mechanism) asserts that company c i is more risky

han c j , the constraint of ranking SVM is 〈 w , d i 〉 > 〈 w , d j 〉 , where

 , d i , d j ∈ R 

p , and d i and d j are two p -dimensional word vectors.

hen, the text ranking problem can be expressed as the following

http://www.nd.edu/~mcdonald/Word_Lists.html
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Table 1 

10-K Corpora statistics. The second column shows 

the number of financial reports in each year. The 

third column denotes the numbers of unique terms 

after filtering and tokenization. The near dou- 

bling in average document size during 20 02–20 03 

is possibly due to the passage of the Sarbanes–

Oxley Act of 2002 in the wake of Enron’s account- 

ing scandal (and numerous others) ( Kogan et al., 

2009 ). 

Year # of documents # of unique terms 

1996 1406 19,613 

1997 2260 26,039 

1998 2461 29,020 

1999 2524 30,359 

20 0 0 2424 30,312 

2001 2596 32,292 

2002 2845 38,692 

2003 3611 48,513 

2004 3558 50,674 

2005 3474 53,388 

2006 3306 51,147 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 

Financial lexicon statistics. The second and third 

columns show the number of words before and af- 

ter stemming, respectively, in each of the six financial 

word lists. As some words occurred in more than one 

word list, the number of unique stemmed sentiment 

words is 1546 rather than 1664. 

Dictionary # of words # of stemmed words 

Fin-Neg 2349 918 

Fin-Pos 354 151 

Fin-Unc 291 127 

Fin-Lit 871 443 

MW-Strong 19 10 

MW-Weak 27 15 

Total 3911 1664 

Fig. 1. Risk level distributions. The company in each year is classified into five risk 

levels ( l = 2 and u = 1 ) via Eq. (2) . As mentioned in Kogan et al. (2009) , the distri- 

bution over ln (v ) across companies approximates a bell shape. 
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constrained optimization problem: 

min 

w 

V (w , ξ ) = 

1 

2 

〈 w , w 〉 + C 
∑ 

ξi, j,k 

s.t. 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

∀ ( d i , d j ) ∈ Y 1 : 〈 w , d i 〉 ≥ 〈 w , d j 〉 + 1 − ξi, j, 1 

. . . 

∀ ( d i , d j ) ∈ Y n : 〈 w , d i 〉 ≥ 〈 w , d j 〉 + 1 − ξi, j,n 

∀ i ∀ j∀ k : ξi, j,k ≥ 0 , 

(5)

where w is a learned weight vector, C is the trade-off parameter,

ξ i , j , k is a slack variable, and Y k is a year’s set of pairs of financial

reports. 

4. Experiments 

In this section we first describe the details of our experimental

settings. Then, we report the experimental results of the models

trained on the finance-specific sentiments only and those on orig-

inal texts for the regression and ranking tasks. 

4.1. Experimental settings 

4.1.1. Corpora and preprocessings 

In the United States, federal securities laws require publicly

traded companies to disclose information on a regular basis. Form

10-K, an annual report required by the Securities and Exchange

Commission (SEC), provides a comprehensive overview of the com-

pany’s business and financial conditions, and includes audited fi-

nancial statements. In this paper, the 10-K Corpus ( Kogan et al.,

2009 ) is used to conduct our experiments, in which only Section 7

“management’s discussion and analysis of financial conditions and

results of operations” (MD&A) is used because it contains the most

important forward-looking statements about the company. 

In our experiments, for preprocessing, all documents and all

six financial sentiment word lists were stemmed using the Porter

stemmer, and some stop words were also removed. Table 1 lists

the numbers of documents and unique terms in each year. Table 2

shows the statistics before and after stemming for each of the six

financial word lists. Note that as some words occurred in more

than one word list, the number of unique stemmed sentiment

words is 1546 rather than 1664. 

In addition, the twelve months before and after the report

volatility for each company (denoted as v −(12) and v +(12) , respec-

tively) can be calculated by Eq. (1) , where the price return series

can be obtained from the Center for Research in Security Prices
CRSP) US Stocks Database. For the ranking task, in order to obtain

he relative risks among companies, we categorize the companies

f each year into five risk levels ( � = 2 and u = 1 ) via Eq. (2) . Fig. 1

llustrates the risk levels from year 1996 to 2006. 

.1.2. Feature representation 

In our experiments, for the bag-of-words model, two word fea-

ures are used to represent the 10-K reports. Given a document d ,

he TFIDF and LOG1P word are calculated as 

• TFIDF (t, d ) = TF (t, d ) × IDF (t, d ) = TC (t, d ) / | d | × log (| D | / | d ∈ 

D : t ∈ d | ) , 
• LOG1P = log (1 + TC (t, d )) . 

Above, TC (t, d ) denotes the term count of t in d , | d | is the

ength of document d , and D denotes the set of all documents

n the corresponding year. Note that IDF is computed from the

ocuments in a single year because the document frequency of a

pecific word may vary across different years. Following the work

n Kogan et al. (2009) , this study also uses the logarithm of the

welve-month pre-report volatility (i.e., log v −(12) ) as an additional

eature. We hereafter denote these trained models as TFIDF+ and

OG1P+ . 

.1.3. Evaluation metrics 

For the regression task, the performance is measured by the

ean squared error (MSE) between the predicted ( ̂ v +(12) 
i 

) and true
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Table 3 

Experimental results using original texts ( ALL ) and only sentiment words ( SEN ). For the regression task, lower 

values are better; for the ranking task, higher values are better. Bold face denotes the best result among BL , 
ALL , and SEN . Notation ∗ denotes significance compared to the baseline under a permutation test ( p < 0.05). 

Task (features) 2001 2002 2003 2004 2005 2006 Average 

Mean squared error 

Regression BL 0.17470 0.16002 0.18734 0.14421 0.13647 0.14638 0.15086 

( LOG1P+ ) ALL 0.18082 0.17175 0.17157 0.12879 0.13038 0.14287 0.15436 

SEN 0.18506 0.16367 0.15795 0.12822 0.13029 0.13998 0.15086 

Kendall’s Tau 

BL 0.62455 0.61973 0.60755 0.58616 0.59990 0.58248 0.60339 

Ranking ALL 0.62173 0.63626 0.58528 0.59350 0.59651 0.57641 0.60162 

SEN 0.63349 0.62280 0.60527 0.59017 0.60273 0.58287 0.60622 ∗

( TFIDF+ ) Spearman’s Rho 

BL 0.65486 0.65001 0.63874 0.61548 0.62857 0.60942 0.63284 

ALL 0.65271 0.66692 0.61662 0.62317 0.62531 0.60371 0.63141 

SEN 0.66397 0.65303 0.63646 0.61953 0.63133 0.60999 0.63572 ∗
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 v +(12) 
i 

) log-volatilities: 

SE = 

1 

n 

n ∑ 

i =1 

(
log 

(
v +(12) 

i 

)
− log 

(
ˆ v +(12) 

i 

))2 
, 

here n is the number of tested companies. 

For the ranking task, two rank correlation metrics are used

o evaluate the performance in our experiments: Spearman’s

ho ( Myers, Well, & Lorch, 2010 ) and Kendall’s Tau ( Kendall, 1938 ).

iven two ranked lists X = { x 1 , x 2 , . . . , x n } and Y = { y 1 , y 2 , . . . , y n } , 

ho = 1 − 6 

∑ 

(x i − y i ) 
2 

n (n 

2 − 1) 
, 

Tau = 

# concordant pairs − # discordant pairs 

0 . 5 · n · (n − 1) 
. 

or Kendall’s Tau, any pair of observations ( x i , y i ) and ( x j , y j ) is

oncordant if the ranks for both elements agree; that is, if both x i 
x j and y i 	 y j or if both x j 	 x i and y j 	 y i . In contrast, it is

iscordant if x i 	 x j and y j 	 y i or if x j 	 x i and y i 	 y j . If x i = x j 
r y i = y j , the pair is neither concordant nor discordant. 

.1.4. Parameter settings 

For the regression task, we used a linear kernel with ε = 0 . 1

nd set the trade-off C to the default value of SVM 

light , 6 which are

imilar settings to those in Kogan et al. (2009) . For ranking, we

sed a linear kernel with C = 1 , and for all other parameters re-

ained the default values of SVM 

Rank . 7 

.2. Experimental results 

Table 3 tabulates the experimental results, in which the train-

ng data was composed of the financial reports in a five-year pe-

iod, the year following which is the test data. For example, the

eports from year 1996 to 20 0 0 constituted the training data, and

he learned model was then tested on the reports of year 2001. 

Following Kogan et al. (2009) , we used the logarithm of the

welve-month pre-report volatility (i.e., log v −(12) ) as the baseline

denoted as BL hereafter). We compared the performance of the

odels trained on the original texts ( ALL ) with those trained on

nly sentiment words ( SEN ). In our experiments, the word feature

OG1P was chosen for the regression task and TFIDF for ranking,

s suggested in Kogan et al. (2009) and Tsai and Wang (2013) . Note

hat in these two studies, the models were trained on the original
6 http://svmlight.joachims.org/ . 
7 http://www.cs.cornell.edu/people/tj/svm _ light/svm _ rank.html . 

5

 

(  
exts and the results are listed in the ALL row in Table 3 . The bold

ace number in the table denotes the best result among BL , ALL ,
nd SEN . Note that for the regression task, lower values are better,

ut for the ranking task, higher values are better. The notation ∗
enotes significant improvement with respect to the baseline un-

er a permutation test ( p < 0.05). 

As shown in the table, for the two tasks, the SEN results, in

ost cases, are better than the ALL and BL results. Furthermore,

n order to show that our ranking models with sentiment lexi-

on words indeed possess incremental explanatory power over the

odels that employ quantitative data ( BL ), we conducted a statis-

ical permutation test on the resulting scores. This test confirms

hat the models achieved significant improvement with respect to

he baseline, which corresponds to our major claim of this pa-

er: the efficacy of the proposed ranking method and the effec-

iveness of the financial-specific sentiment lexicon for risk analysis

ith soft information. Note that although the SEN approach re-

uces the dimension count from hundreds of thousands to only

ne and half thousand, the comparable or even better results con-

rm that finance-specific sentiments are the most crucial ingredi-

nts in financial reports. 

Our prediction results are also consistent with the findings

f Kogan et al. (2009) : “recency of the training set affected perfor-

ance much more strongly in earlier train/test splits (20 01–20 03)

han later ones (20 04–20 06).” That is, as shown in Table 3 , our ap-

roaches incorporating soft information (both regression and rank-

ng) yield better performance for reports after the passage of the

arbanes–Oxley Act of 2002; this indicates that the more informa-

ive the report, the better prediction performance can be obtained

sing soft textual information. 

In addition to the performance enhancement, another advan-

age of using soft information while predicting financial risk is that

t reveals strong and interesting correlations between texts and

nancial risk, which is more interpretable and informative than

uantitative data. These valuable findings, therefore, yield greater

nsight and understanding into the usefulness of soft information

n financial reports and can be applied to a broad range of fi-

ancial and accounting applications. Therefore, in the following

ection 5 , we present analysis and discussion on the top-ranked

ords learned by our methods. 

. Analysis 

.1. Ranking vs. regression 

Fig. 2 shows the top-10 learned words from both the ranking

 TFIDF+ ) and regression ( LOGP+ ) models trained on sentiment

http://svmlight.joachims.org/
http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
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Fig. 2. Occurrence counts of the top-10 weighted terms learned via the ranking and regression tasks. Notation ∗ denotes that apart from the term concern there are other 

terms that occur only once among the six ranking models: these are breach , profit , violat , regain , uncomplet , accid , abl , integr , doubt , grantor ; similarly, for the notation ∧ , the 

terms are incorrectli , fault , nondisclosur , misus , breakag , defalc , excit , unclear , sentenc , overdu , omit , inforc , irrevoc , unencumb , further , variant , precipit , libel , and loss . 
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8 The system is available at http://clip.csie.org/10K/ . 
words only ( SEN ); in addition, the figure also lists the accumu-

lated numbers of these words appearing in the six corresponding

regression or ranking models. 

Observe that the words learned from the ranking models are

much more consistent than those from the regression ones. For ex-

ample, the words amend , deficit , and forbear appear in all of the six

ranking models; in addition, there are 7 words from the ranking

models that get the majority vote with more than 4 occurrences,

whereas only 3 words from the regression models occur more than

4 times. On the other hand, there are 11 words from the ranking

models and 20 words from the regression models that occur only

once. The results shown in Fig. 2 correlate with the findings in Tsai

and Wang (2013) , which states that adopting ranking models to

analyze the relations between financial risk and text information

might be more reasonable than using regression models. 

5.2. Financial sentiment terms analysis 

As shown in the previous section, ranking model results are

more consistent than those of regression models. Therefore, in the

following discussion, we analyze words learned from the ranking

models. 

Table 4 tabulates the top-10 most strongly weighted terms in

each of the SEN and ALL models for the ranking approach with

feature TFIDF+ . From these two tables, we observe that SEN -
learned terms are much more consistent than those from the ALL
models. 

We summarize the results from Table 4 by plotting Fig. 3 , in

which we average the weights of each term in the six models and

then rank them according to their average weights. In the figure, a

single-outline circle denotes that only sentiment words were used

as the training data; a double-outline circle denotes that all words

in the original texts were considered during training. Color-filled

circles with a term denote which sentiment word lists the term

belongs to; circles with two mixed colors indicate the term belongs

to two word lists. Note that the circle area is proportional to the

average weight of each term. 

In Fig. 3 , the top 5 average-weighted words given each kind of

training data are marked by numbers from 1 to 5, which corre-

spond to the bold face numbers in Table 4 . SEN training yielded

the top 5 average weighted words amend , deficit , forbear , delist ,

and default , whereas those under ALL training yielded ceg , nasdaq ,

gnb , coven , and forbear ; only the word forbear overlaps. An inter-

esting finding is that when the models are trained on the original
exts, less informative terms like ceg (a company name, Co-Energy

roup), nasdaq (an American stock exchange), gnb (a company

ame, GNB Technologies) are highly ranked; however, the relation

s weak between these words and financial risk. In contrast, when

nly sentiment words are used for training, it is more reasonable

hat the terms are highly related to financial risk. In addition, since

he terms in the figure have been stemmed, one term may corre-

pond to one or more words. We also list the original words from

he sentiment lexicon for each top 5 average-weighted sentiment

erm in Fig. 3 . For example, the top weighted term amend includes

he words amend , amendable , amendatory , and so on. 

Below we provide some original descriptions from 10-K reports

hat contain the top 2 weighted sentiment words in Fig. 3 . Note

hat terms with higher weights are associated with higher financial

isk. To facilitate the retrieval of the original descriptions, we fur-

her developed an information retrieval system for 10-K reports, 8 

ith which searches can be based on metadata or on full-text (or

ther content-based) indexing; the system is, therefore, of great

elp in extracting relevant texts and further analyzing the relation-

hips between words and risks. 

We first consider the term amend from the Fin-Lit list. Here is

 quote from the original report: 

(from AGO, 2006 Form 10-K) 

On March 22, 2005, we amended the term loan agreements

to, among other reasons, lower the borrowing rate by 25 basis

points from LIBOR plus 2.00 percent to LIBOR plus 1.75 percent.

In finance, amend usually means “to change by some formal

rocesses.” This top-ranked term reflects the fact that companies

hat frequently amend their policies are associated with relatively

igh risk. 

In contrast, the term deficit from the Fin-Neg list means an ex-

ess of liabilities over assets, of losses over profits, or of expen-

iture over income in finance. Therefore, it is natural to say that

 company with higher deficits might have higher risk. From the

riginal report we have the following segment: 

(from AXS-One Inc., 2006 Form 10-K) 

At December 31, 2005, we had cash and cash equivalents

of $3.6 million and a working capital deficit of $3.6 million

which included $8.2 million of deferred revenue. The increase

http://clip.csie.org/10K/
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Table 4 

Top-10 weighted terms in learned SEN and ALL models. This table lists the top-10 strongly-weighted terms in each of the SEN and ALL models 

for the ranking approach with the TFIDF+ feature. The number(s) in the square bracket denotes the financial list(s) that the term belongs to (zero 

means the term does not belong to any of the lists). Numbers in parentheses denotes the weight of the term; bold face terms denote the top-5 

average weighted term in the six models and correspond to the terms in the single-outline circles numbered from 1 to 5 in Fig. 3 . 

Top 10 weighted terms in SEN models 

1996–20 0 0 1997–2001 1998–2002 1999–2003 20 0 0–20 04 20 01–20 05 

amend [4] (21.93) amend [4] (21.44) amend [4] (23.70) deficit [2] (26.87) delist [2] (25.12) delist [2] (26.50) 

default [2] (19.85) deficit [2] (20.67) default [2] (19.74) delist [2] (25.13) amend [4] (25.05) deficit [2] (21.86) 

deficit [2] (17.04) default [2] (19.04) deficit [2] (19.63) amend [4] (23.45) deficit [2] (24.24) forbear [4] (20.69) 

sureti [4] (15.10) forbear [4] (17.23) forbear [4] (17.95) forbear [4] (21.59) forbear [4] (20.03) amend [4] (18.76) 

forbear [4] (14.21) disput [2] (16.42) sureti [4] (16.99) default [2] (19.72) discontinu [2] (17.46) wherebi [4] (16.05) 

violat [2] (14.21) sureti [4] (15.51) delist [2] (16.90) discontinu [2] (17.42) wherebi [4] (16.57) profit [1] (14.74) 

disput [2] (13.81) discontinu [2] (14.98) concern [2] (15.97) unabl [2] (16.07) sureti [4] (16.37) regain [1] (14.17) 

integr [1] (13.22) sever [2,4] (14.50) discontinu [2] (15.81) benefici [1,4] (15.94) benefici [1,4] (16.14) uncomplet [2] (14.04) 

doubt [2,3] (12.99) delist [2] (13.64) breach [2,4] (14.94) sureti [4] (15.67) default [2] (16.05) unabl [2] (13.87) 

grantor [4] (12.67) accid [2] (13.63) sever [2,4] (14.01) wherebi [4] (15.03) unabl [2] (14.87) abl [1] (13.52) 

Top 10 weighted terms in ALL models 

1996–20 0 0 1997–2001 1998–2002 1999–2003 20 0 0–20 04 20 01–20 05 

coven [0] (13.13) ceg [0] (21.43) ceg [0] (21.50) nasdaq [0] (26.80) nasdaq [0] (28.07) nasdaq [0] (27.61) 

pfc [0] (12.78) coven [0] (16.28) coven [0] (17.80) ceg [0] (20.51) waiver [0] (21.02) excelsior [0] (20.44) 

syndic [0] (12.68) gnb [0] (15.90) gnb [0] (17.03) forbear [4] (18.80) excelsior [0] (19.43) same [0] (19.88) 

awg [0] (12.56) ebix [0] (13.61) waiver [0] (15.93) shelbourn [0] (18.31) ceg [0] (18.63) ceg [0] (17.87) 

sureti [4] (12.52) sureti [4] (13.32) sureti [4] (15.20) excelsior [0] (17.17) sureti [4] (18.50) waiver [0] (17.34) 

ebix [0] (12.41) syndic [0] (13.28) default [2] (14.87) gnb [0] (16.99) forbear [4] (16.31) rais [0] (16.00) 

amend [4] (12.14) hearth [0] (12.97) forbear [4] (13.67) coven [0] (16.26) coven [0] (16.27) forbear [4] (15.87) 

libert [0] (12.04) stage [0] (12.89) ebix [0] (13.53) waiver [0] (14.93) driver [0] (16.12) gnb [0] (15.82) 

stage [0] (11.90) forbear [4] (12.81) placement [0] (13.44) smallcap [0] (14.67) gnb [0] (15.72) placement [0] (15.30) 

special [0] (11.52) pfc [0] (12.76) seri [2] (13.03) rais [0] (14.41) rais [0] (15.41) shelbourn [0] (14.88) 

Fig. 3. Highly-weighted terms learned from the six ranking ALL and SEN models. Color-filled circles with a term denote which sentiment word lists the word belongs to; 

circles with two mixed colors indicate the term belongs to two word lists. Single-outline circles denote that only sentiment words from the six dictionaries (see Table 2 ) 

were used as the training data; double-outline circles denote that all words in the original texts were considered during training. The top 5 terms for the each result are 

marked by numbers from 1 to 5; the original words from the sentiment lexicon for each top 5 average-weighted sentiment terms are also provided. Bracketed numbers 

denote each type of financial list (zero means the term does not belong to any of the lists). 
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of the working capital deficit from $3.3 million at December 31,

2004 is primarily the result of a decrease in cash and decreased

accounts receivable offset partially by a decrease in deferred

revenue. 

5.3. Summary 

These analyses demonstrate that the words learned from the

ranking models are much more consistent than those from the re-

gression models. Additionally, using only sentiment words as the

training data not only yields better performance than using the

original texts but also provides a way to understand the relations

between financial risk and financial sentiment information. 

6. Conclusions 

This paper identifies the importance of sentiment words in fi-

nancial reports which are associated with financial risk. Using a

finance-specific sentiment lexicon, we apply regression and rank-

ing techniques to analyze the relations between sentiment words

and financial risk. The experimental results show that, based on

a bag-of-words model, models trained on sentiment words alone

yield performance comparable to those on the original texts; this

attests the importance of financial sentiment words with respect to

risk prediction. In addition, the learned models also reveal strong

correlations between financial sentiment words in financial reports

and company risk. As a result, these findings provide more insight

and understanding into the impact of financial soft textual infor-

mation, especially financial sentiments, on the future risk anal-

ysis of companies. Moreover, we develop a web-based informa-

tion system for financial report analysis and visualization, with

which searches can be based on metadata or on full-text (or other

content-based) indexing; the system is, therefore, of great help in

extracting relevant texts and further analyzing the relationships

between words and financial risk. This system’s ease of use bridges

the gap between technical results and useful interpretations, and

thus renders this study more understandable to people from differ-

ent fields and lends it to a broad range of financial and accounting

applications. 
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